JlaGoparopnas padora S
AHauau3 Man in the Middle arak MmogeasiMu ri1y0oKoro o0y4eHus
Jlan maracet MitM arak

https://www.kaggle.com/datasets/ymirsky/network-attack-dataset-kitsune

Pa3paboTars 1 npoTeCTHPOBAaTh MOAEIN HEWPOHHBIX CETEH /ISl KJIaCCU(HUKALINK aTaK TUIA
«Man in the Middle» (MitM).

9Tanbl BHINOJIHEHUA

1. llonroroBka JaHHBIX

1. 3arpy3ka qaHHBIX
o Cxauatp natacer ¢ Kaggle u 3arpy3uth B cpeny paspadborku (Google Colab,
Jupyter Notebook, PyCharm).
o MHcnonp3oBare 6ubmmorexu pandas u numpy st 00pabOTKH JaHHBIX.
2. AHaJu3 JaHHBIX
o OmnpenenuTs LEIEBYIO IEPEMEHHYIO (METKA aTakH).
o MHccnenosarp 6ananc kinaccoB (value counts()).
o IIpoBeputs Hammume npomymeHHbIX 3HaueHui (df.isnull().sum()).
3. IlpexoOpaboTka TaHHBIX
o OO6paboTtarh MpOIyIIEHHBIC 3HAYCHHS (€CITH €CTh).
o MacmrabupoBath uncioBbie npusHaku (StandardScaler, MinMaxScaler).
o Pasnmenuts naHHbIe Ha 00YYAIOIIYIO M TECTOBYIO BRIOOPKH (train_test split).
o IlpeoOpa3oBarh qaHHbIE B (hopMaT, MOIXOAINIM I HelipoceTei (reshape,
to_categorical m1st 11es1eBOi IepeMeHHOM ).

2. O0yyeHue HelipOHHBIX ceTeil
PeanuzoBaTh 1 00y4YHTH TPU THIIA HEHPOHHBIX CETEM:
2.1 lonnocBsizHas HeiiponHasn ceTh (Dense Neural Network, DNN)
ApxurekTypa:
o Bxonnotii cnoii (Input Layer).

o Heckonbko ckpbIThIX cioes ¢ Dense n ReLU.
o Dropout (a5 npenoTBpanieHus nepeodyyeHus).

e BrixonHoii cnoif ¢ sigmoid (ecnu 6uHapHas kiaccudukanys) uin softmax (eciu MHOTO-

KJIacCcoBas).
bub6auorexku:

e TensorFlow/Keras
o Dense u3 tf.keras.layers

I'mnepnapamMerpsl AJisl HACTPOHKU:

e KonuyecTBo ci10€B 1 HEHPOHOB.


https://www.kaggle.com/datasets/ymirsky/network-attack-dataset-kitsune

e learning rate (ontumusarop Adam).
e batch_size, epochs.

2.2 CBeprounas HeiipoHHas ceTh (Convolutional Neural Network, CNN)

ApxurexkTypa:

e Bxoanoti cioii (Input Layer), npeoOpa3yromuii 1anasie B 2D-maTpuiry.
e ConvlD ciou mnst 06pabOTKH BpeMEHHBIX TIOCIEI0BATEIIEHOCTEH.

e BatchNormalization u ReLU ns ynydimieHust CXOQUMOCTH.

e MaxPooling1D anst cHUKEHUS Pa3MEPHOCTH.

o Flatten u Dense m1st kimaccuduKammm.

buoaunorexkn:
e ConvlD, MaxPooling1D, Flatten, Dense u3 tf.keras.layers.
I'mmepnapamertpsbi:

e KomuuectBo punsTpoB u pazmep aapa B Convl1D.
o Pasmepnocts MaxPooling1D.
o KomuuectBo Dense-cioes.

2.3 PexyppenTHas HeiipoHHasn ceThb (Recurrent Neural Network, RNN)
ApxurekTypa:

e LSTM mnu GRU nnst paGoThl ¢ BpeMEHHBIMU pSAAMHU.
e Dropout u BatchNormalization ans perynspuzaiuu.
o Dense cnoit 1 knaccudukanuu.

bu6auorexkn:
e LSTM, GRU us tf.keras.layers.
I'unepnapamerpsi:

e KomumuectBo LSTM-HelpoHOB.
e Konuuectso cinoes LSTM.
e Pasmep batch_size.

3. Ounenka moaeJse

1. Merpuku KayecTBa
o accuracy
precision
recall
Fl1-score
ROC-AUC
2. Kpocc-Banunauus
o HcnonwzoBanrne KFold nam StratifiedKFold.
3. Busyaauzanusi 00yuyeHus

o O O O



o I'paduxwu loss u accuracy o 3moxam.
4. AHAJIN3 U BBIBOALI

1. CpaBHUTbH pe3yabTaThl BCEX MOJEIEH:
o Kaxkas apxutekrypa padoraet yurie?
o Bpewms oOy4yeHus kax10i MOJeIH.
o Kak 06paboTka BXOAHBIX JaHHBIX BIUAET Ha pe3yabTar?
2. Cpenarb BBIBOJBI O IPUMEHUMOCTH HEHPOCETEBBIX MOZIETICH K 3aaue KilacCu(pUKauu
arak MitM.



